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Abstract

A chemometric approach was applied for determining quinolinic acid in human plasma by differential pulse
polarography after solid phase extraction. A fractional factorial design was used to examine the significant
experimental variables for the peak height maximization. A Doehlert design, which allowed a sequential response
surface methodology to be performed, was applied to the variables scan rate and drop size. The results indicated that
the scan rate had the greatest effect on the response peak height. The linear range was extended from 8.52×10−8 to
1.34×10−5 M and the limit of detection was 2.9×10−8 M. The validation process consisted of a pre-validaton
study followed by the main validation in the plasma matrix. The robustness and the intermediate precision were
evaluated by means of experimental design. A 34//9 screening symmetric matrix and a central composite design were
used to optimize the solid phase extraction procedure of the analyte from human plasma using anion exchange
cartridges. The goal was to select the best retention, wash and elution solvents and their volumes in order to maximize
the extraction efficiency using as the response the polarographic peak height. An extraction efficiency of 90% was
found. The method was also applied to the determination of quinolinic acid in urine and the mean concentration in
human plasma and urine, was found to be 3.7×10−7 and 4.9×10−5 M respectively. © 1998 Elsevier Science B.V.
All rights reserved.

Keywords: Quinolinic acid; Determination; Optimization; Validation; Robustness testing; Differential pulse polarogra-
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1. Introduction

Quinolinic acid (QUIN; Fig. 1), an excitotoxic
metabolite formed in vivo from tryptophan, acts
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as a competitive agonist of the N-methyl-D-aspar-
tate receptors. What has emerged recently is the
evidence that concentrations of quinolate can in-
crease to levels that would be toxic to central
neurones, especially in situations of infection and
inflammation [1].

QUIN concentration is substantially higher in
plasma than in the brain, but an increase in plasma
levels leads to enhanced QUIN concentrations in
brain tissue probably due to an increase in blood
brain barrier transport [2]. QUIN is excreted in
urine and the amount of urinary QUIN is one of
the criteria to evaluate vitamin B6 deficiency [3].

In agreement with these observations, the deter-
mination of QUIN in biological fluids is important
and can be useful for elucidating biochemical
mechanisms.

Determination of QUIN in biological fluids has
been carried out by gas chromatography [4], liquid
chromatography [5,6], gas chromatography-mass
spectrometry [7,8], high-voltage electrophoresis [9]
and by capillary zone electrophoresis [10].

QUIN is an electroactive molecule that under-
goes irreversible electrochemical reduction on a
dropping mercury electrode [11–13]. However, no
application of the polarographic method to the
analysis of real samples, such as plasma or urine,
was reported.

QUIN plasma levels were found to be about
7×10−7 M [1,2], and QUIN in daily urine was
found to be about 35 mmol [5]. An adsorptive
stripping voltammetric method was developed in
our laboratory for assaying kynurenic acid, another
tryptophan metabolite, and the optimized method
allowed nM concentrations to be determined [14].
Although QUIN is electroactive, it does not exhibit
surface properties and, in preliminary experiments,
appeared unable to adsorb onto the hanging mer-
cury drop electrode. Therefore, a differential-pulse
polarographic method was developed for its deter-
mination in human plasma and urine, and validated
for the plasma matrix. An experimental design
strategy was applied for the optimization and
validation. Experiments to be carried out were
previously planned, according to experimental de-
sign, within the factor space in order to obtain
maximum information from a series of carefully
selected experiments. The validation of the method

consisted of a pre-validation phase followed by a
main validation phase in the matrix of interest.
During the pre-validation process, experimental
design was useful for testing the performance of the
analytical parameters for which simultaneous vari-
ation of variables was required. Thus, intermediate
precision and robustness were assessed by means of
statistical experimental design [15].

A chemometric optimization may also be useful
in sample preparation procedures for the selection
of optimum solid-phase extraction (SPE) parame-
ters and little information has been reported on the
systematic optimization of the sample preparation
[16,17]. Several factors influence the sample
cleanup by SPE and an attempt to evaluate their
influence on the extraction efficiency by means of
experimental design is presented in this paper. The
goal was to maximize the extraction efficiency of
QUIN from human plasma using anion-exchange
cartridges.

2. Experimental

2.1. Materials

All chemicals and reagents used were of analyt-
ical-reagent grade with no further purification.
Quinolinic, picolinic, nicotinic and kynurenic acids
were purchased from Sigma (St. Louis, MO) and
stored at −18°C. Britton–Robinson universal
buffer (B-R) (pH 1.8) (0.04 M boric, phosphoric
and acetic acids) was used as the supporting elec-
trolyte and 0.5 M B-R universal buffer (pH 1.6) was
used as the elution solvent. Clarke and Lubs (C-L)
buffer (pH 1.1) (25 ml 0.2 M potas-

Fig. 1. Chemical structure of quinolinic acid.
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sium chloride and 50 ml 0.2 M hydrochloric acid
made up to a volume of 100 ml with water) was
used in the experimental design. Ultrapure
reagent-grade water was obtained with a Milli-Q
system (Millipore/Waters, Milford, MA) and was
used to prepare all solutions. SPE were performed
on Bond Elut SAX cartridges (Varian), a strong
anion-exchange resin (500 mg, sorbent bed; 3 ml,
reservoir).

2.2. Biological samples

Plasma samples were obtained from young
healthy volunteers (Banca Militare del Sangue,
Florence, Italy) and stored frozen until measure-
ment. For experimental design a pool of plasma
samples was used. Human urine was collected and
stored at 4°C until analyzed within 6 h.

Phosphate buffered saline was used as the re-
constituted plasma sample. The composition was
as follows: 20 mg potassium chloride, 800 mg
sodium chloride, 20 mg monopotassium phos-
phate and 115 mg disodium phosphate, were dis-
solved in 100 ml water. QUIN standard solution
(100 ml) was added and, in order to mimic the
drug–protein interactions, 4 g bovine serum albu-
min (Sigma) were also added.

2.3. Equipment

The polarographic experiments were carried out
with an AMEL 433 polarographic analyzer
(Amel, Milan, Italy) incorporating a magnetic
stirrer and a three-electrode system consisting of a
hanging mercury drop working electrode coupled
with a Ag/AgCl reference electrode and a plat-
inum wire as auxiliary electrode. The AMEL ana-
lyzer was connected to a personal computer and
the data handling, storage, printout and graphics
were obtained by means of special AMEL soft-
ware. For the intermediate precision study, two
polarographic AMEL 433 were used. pH mea-
surements were obtained with a Metrohm 691 pH
meter (Metrohm, Herisau, Switzerland). The ex-
perimental design was generated, and statistical
analysis of the data was performed, using Nemrod
3.1 software (LPRAI, Université de Marseille III,
France).

The GC-MS system consisted of a HP6890
GC-HP5973 MS (Hewelett-Packard) equipped
with a HP6890 (Hewelett-Packard) automatic in-
jector. A HP 5 MS 30 m×0.25 mm×0.25 mm
chromatographic column (Hewelett-Packard) was
used. An ALF Micro Centrifugette 4214 and Ul-
tra Speed-Vaac concentrator (Savant) were used
for sample preparation before GC-MS analysis.

2.4. Polarographic analysis

For preparing the standard solution, an accu-
rately weighed amount of QUIN (20 mg) was
dissolved with 10 ml 0.01 M sodium hydroxide.
The resulting solution was diluted to 100 ml with
water and it was stable for at least four days at
room temperature. Working solutions were pre-
pared daily by diluting 0.50 ml standard solution
to 10 ml with water.

Working solutions of picolinic, nicotinic and
kynurenic acids were prepared in water at a con-
centration level of about 1.5 mg ml−1.

2.4.1. Procedure
The polarographic procedure was carried out as

follows: 10 ml 0.04 M B-R buffer (pH 1.8) was
transferred into the polarographic cell and deaer-
ated by bubbling nitrogen-free oxygen for 10 min
in the first cycle and 30 s for each successive cycle.
A differential pulse scan, with a pulse amplitude
of 60 mV, scan rate of 1 mV s−1 and pulse
duration of 20 ms, towards more negative poten-
tials, was performed from −0.65 to −0.90 V in
order to obtain the polarogram. The drop size
was 65 a.u. The polarographic cycle was repeated
twice and the mean was obtained.

Before adding a sample aliquot to the support-
ing electrolyte, a polarogram of the blank was
recorded under the same conditions. Determina-
tion of QUIN was accomplished by the method of
standard additions (three additions). The peak
height was used to quantify QUIN.

2.4.2. SPE
The SAX cartridge was activated with 5 ml

methanol and conditioned with 10 ml 0.01 M
hydrochloric acid. The sample (5 ml human
plasma, or 5 ml reconstituted plasma, adjusted to
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pH 9 with 0.1 M sodium hydroxide) was then
loaded. Water (3 ml) was passed through the
column and washing was then carried out with 2
ml monopotassium phosphate. QUIN was eluted
with 4 ml 0.5 M B-R buffer (pH 1.6).

2.4.3. Analysis in plasma
The eluate from SPE was made up to 10 ml

volume with water (plasma solution), transferred
into the cell and directly analyzed by dp
polarography.

The determination of QUIN in plasma was
carried out by means of the standard additions
method (three additions) and each addition con-
sisted of 100 ml QUIN working solution.

To assess the accuracy and repeatability, a
plasma solution polarogram was recorded and
four 100 ml additions of QUIN working solution
were made. The plasma solution polarogram was
considered as a blank and subtracted from the
others in order to subtract the current due to the
QUIN endogenous quantity. The first addition
was considered the unknown.

For the linearity study the calibration plot was
obtained using as a blank the plasma solution.
Seventeen additions of QUIN working solution
were then made (the first two additions of 15, the
third of 50, the fourth of 100 and successive
additions of 250 ml). The blank plasma solution
polarogram was subtracted from the others.

2.5. GC-MS analysis

Trichloroacetic acid (100 ml) and 100 ml 1 mM
[13C]quinolinic acid (internal standard) were
added to an equal volume of plasma. After cen-
trifugation for 10 min at 14 000 rpm, the superna-
tant was collected in a 1 ml glass vial and
lyophilized in a speed-vac concentrator. Then 100
ml trifluoroacetyl–imidazole and 100 ml hex-
afluoro-2-propanol were added to the lyophilized
samples that were then derivatized at 80°C for 1
h. The samples were then washed with 100 ml
water and extracted with 100 ml heptane, they
were frozen at −80°C and the heptane fraction
was collected; 2 ml of this was injected into the
GC-MS system. The carrier gas was helium at the
constant flow of 1.2 ml min−1. The GC oven

temperature program in a pulsed splitless mode
was 1 min at 80°C, then ramped to 135°C at 10°C
min−1. The temperature was then increased to
300°C at 25°C min−1 and it was maintained for 6
min. The injector and transfer line temperatures
were 230 and 270°C, respectively. The MS detec-
tor operated in electron impact at 70 eV; selected
ion monitoring mode was used on six ions with a
dwell time of 50 ms for each ion. The selected ions
were 272.1/300.1/448.1 for quinolinic acid and
278.1/307.1/455.1 for [13C]quinolinic acid. For
quantitation, the ratio between the peak-area of
the 272 and 278 ions was selected and related to a
previously constructed calibration curve.

3. Results and discussion

Preliminary experiments, carried out with dif-
ferent supporting electrolytes, showed that QUIN
did not exhibit surface properties. A voltam-
mogram of a 1×10−6 M QUIN solution with a
hanging drop mercury electrode was recorded and
compared with a voltammogram obtained under
the same conditions but after an 80 s accumula-
tion time at 0 V potential under stirring condi-
tions. No difference in the peak current was
observed, thus indicating that it was impossible to
apply the adsorptive stripping voltammetric tech-
nique to QUIN determination.

Therefore, a differential-pulse polarographic
method was developed and optimized for QUIN
determination. Some general information about
the polarographic reduction of QUIN has been
described [11–13] but no application of the
method to biological sample analysis was
reported.

A preliminary study pointed out that pH 1.8
B-R buffer and pH 1.1 C-L buffer seemed to be
the best supporting electrolytes and both were
studied with a two level statistical experimental
design. Differential-pulse was selected as the scan
mode, thus the pulse duration and the pulse am-
plitude were to be optimized. The dropping time
was kept at 1 s, whilst the other parameters
chosen for optimization were the drop size and
the scan rate.
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The optimization process involved the use of an
experimental design with the aim of constructing
the experiments so that an analysis of results
yielded the maximum amount of information with
minimum effort and cost.

3.1. Method set-up by experimental design

The optimization strategy involved a two-level
fractional factorial design followed by a Doehlert
design that allowed a sequential response surface
methodology to be performed.

In the first phase the main effects of the five
considered factors (drop size, x1; pulse duration,
x2; pulse amplitude, x3; scan rate, x4; and type of
supporting electrolyte, x5) and all the first-order
interactions were studied, keeping the total num-
ber of trials within reason. The considered re-
sponse was peak height and the model studied
(Eq. (1)) was:

y=b0+b1x1+b2x2+b3x3+b4x4+b5x5+b12x1x2

+b13x1x3+b14x1x4+b15x1x5+b23x2x3

+b24x2x4+b25x2x5+b34x3x4+b35x3x5

+b45x4x5 (1)

Since fractional factorial design measures the
main effects and some interactions with a number
of trials of 2k−p, where p is an arbitrary number
less than k [18], a resolution IV fractional facto-
rial design 25−1, with generator 12345, was em-
ployed to estimate the model parameters. The
matrix also included four experiments at the cen-
tral level of each factor in order to test the model
linearity and to obtain an estimate of the experi-
mental error. From the experimental point of
view, the five parameters examined had to be
independently adjusted to their central (0), high
(+1) and low (−1) extreme value levels in 20
different combinations, as determined within the
proposed fractional factorial design. The selection
of the experimental domain for the factors is
critical for generation of useful data and maxi-
mum (+1) and minimum values (−1) for each
factor were fixed on the basis of our experience
(Table 1). The 20 experiments were carried out
with a QUIN in cell concentration of 6.1×10−7

Table 1
Factors and their experimental domain boundaries

Low level (−1) High level (+1)Factor

60Drop size (a.u.) 20
4020Pulse duration (ms)
6030Pulse amplitude (mV)

10 30Scan rate (mV s−1)
B-RType of supporting C-L

electrolyte

M. Randomization was used to obtain a random
distribution of small, unknown systematic errors,
thus allowing treatment of the experimental error
as if it had only one component: random error
[18].

The assumed regression model was found to be
significant and the statistical analysis of the coeffi-
cients [19] showed that all main effects (b1−b5)
and the interactions drop size–scan rate (b14),
pulse duration–pulse amplitude (b23), pulse dura-
tion–scan rate (b24), pulse amplitude–type of sup-
porting electrolyte (b35) and pulse amplitude–scan
rate (b34), were significant (Table 2).

In particular, the best supporting electrolyte
was found to be B-R (pH 1.8) buffer and the
variables pulse duration and pulse amplitude were
fixed at their lower (20 ms) and higher (60 mV)
values, respectively, according to the principal
and interaction effects.

The validity of the model was checked by run-
ning four trials at the center of the experimental
domain. Since the mean of the determined values
at this level was not in good agreement with the

Table 2
Estimated coefficients of Eq. (1) in the text

EstimateCoefficientEstimateCoefficient

59.00b0 b14
a −6.75

9.75b1
a b15 −0.88

b2
a −9.13 b23

a −5.88
20.50 3.63b3

a b24
a

−18.50 −1.25b4
a b25

−3.25b34
ab5

a 3.63
b35

a 5.88b12 −0.88
b13 1.50 −0.38b45

a Significant coefficient.
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Table 3
Matrix of the first Doehlert design

x2x1Experiment no.a

01.05
3 −1.0 0

0.510 0.866
−0.866−0.56

1 0.5 −0.866
−0.5 0.8669

0 07
008
002
004

a Randomized order.
Fig. 2. Sequence of Doehlert designs toward the optimum.

value given by the model, the linear model could
not be considered valid.

To obtain a second-degree model, describing
the response as a quadratic function of the two
remaining variables, a Doehlert design was
applied.

The Doehlert design structure allowed sequen-
tial response surface methodology to be per-
formed. By building sequential designs, it was
possible to move the Doehlert toward the region
in which the optimum values of the variables
studied were simultaneously obtained. The Doeh-
lert design requires k2+k+n experiments, where
k is the number of variables and n is the number
of center points. For two variables the Doehlert is
a hexagon and each experiment corresponds to a
vertex of such a geometrical structure according
to the experimental matrix reported in Table 3. In
this way one factor is studied at three levels and
the other at five levels.

In this study the factors scan rate and drop size
were studied at three and five levels, respectively.
The experimental domain was 5–13 mV s−1 for
scan rate and 40–60 a.u. for drop size. The shape
of the Doehlert permits great mobility across the
experimental domain of the variables. Therefore,
after a first Doehlert design, a new Doehlert
design was centered onto the experiment that had
given the maximum peak height in the first design
(Fig. 2). The second Doehlert design contained
four points of the first (share of a square face) and
three new points. The block effect, i.e. the varia-

tion of the response due to different time of
analysis, was evaluated analyzing a regression
model containing the two considered factors and
also a Z factor corresponding to the block vari-
able. The matrix considered was a matrix that
contained all the points of the first and the second
Doehlert design and the responses processed were
that obtained in each point. Since the coefficient
of the Z factor was not significant, the absence of
the block effect was assessed and only the experi-
ments corresponding to the three new points were
performed in a new experimental domain of 1–9
mV s−1 for scan rate and 45–65 a.u. for drop
size. The corresponding matrix is reported in
Table 4. Replicates with the 0 codified values of
the variables were performed in order to validate

Table 4
Matrix of the second Doehlert design

x1Experiment no.a x2

−0.866−0.5b

1.0b 0
b −0.8660.5

0b 0
1.01 −1.732
1.53 −0.866

−1.7324 0
0 05

2 0 0
06 0

a Randomized order.
b Points of the first Doehlert design.
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Table 5
Experimental plan of the second Doehlert design and the responses obtained

Drop size (a.u.) Scan rate (mV s−1) Response (nA)Experiment no.a

45 5b 147
9 141b 60

55 5b 172
9 12450c

60 11 205
5 1963 65

50 14 184
50 95 138
50 92 138

13596 50

a Randomized order.
b Points of the first Doehlert design.
c Mean of responses at the center of the first Doehlert design.

the model by means of an estimate of the experi-
mental variance. The experimental plan, together
with the responses obtained, is reported in Table 5.

The regression model was found to be valid and
significant. From the response surface (Fig. 3) it
was possible to select the optimized conditions. The
maximum response was obtained for a scan rate at
its lowest level (1 mV s−1) and a drop size at its
higher level (65 a.u.).

The predictive capacity of the model was vali-
dated according to a previously reported procedure
[20]. Using the optimized conditions: B-R buffer

(pH 1.8); pulse amplitude, 60 mV; pulse duration,
20 ms; scan rate, 1 mV s−1 and drop size, 65 a.u.;
QUIN showed a reduction peak at − 700 mV
versus an Ag/AgCl reference electrode.

3.2. Pre-6alidation step

The method developed was pre-validated using
a QUIN working solution according to the guide-
lines of ICH3 [15] for the validation of analytical
methods. The performance analytical parameters
examined were: robustness, selectivity, linearity,
range, limit of quantitation (LOQ), limit of detec-
tion (LOD) and accuracy and precision as a mea-
sure of repeatability and intermediate precision.

3.2.1. Robustness testing
Robustness testing was performed in order to

obtain information about those critical parameters
affecting the response (polarographic peak height)
[14,15]. The robustness of a method can be tested
using an experimental design in order to study the
simultaneous variation of the factors. As a result
of the data analysis, one is able to indicate which
of the tested factors are not robust for the consid-
ered response. When factors that are not robust are
detected one can decide to change the method or
to control the factor in question more strictly.

Robustness testing involves the selection of the
factors and of the experimental domain in which to
study them. The effect on the response of small

Fig. 3. Response surface for the scan rate (x2) against the drop
size (x1).
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Table 6
Experimental domain of the factors studied in the robustness testing

Low level (−1) Central level (0)Factor High level (+1)

20 2119Pulse duration (ms)
60 62Pulse amplitude (mV) 58

62 65Drop size (a.u.) 68
0.04 0.250.0064Supporting electrolyte concentration (M)

variation with respect to the optimized values is
evaluated. In this work the four factors consid-
ered, studied at three levels, were: pulse duration
(x1); pulse amplitude (x2); drop size (x3) and
concentration of the supporting electrolyte (x4).
The parameter, scan rate, was not considered due
to instrumental settings that did not allow small
variation of the value. The experimental domain
explored for each factor is reported in Table 6
and the center corresponded to the optimized
condition.

Although robustness testing involves deliberate
small variations in the method parameters, for the
factor concentration of the supporting electrolyte,
a large experimental domain was studied in order
to evaluate the effect of relevant change, as those
can occur due to the sample preparation
procedure.

A quadratic model with first order interactions,
was postulated and a D-optimal design [14,21,22]
was used to select, from a central composite de-
sign for four variables with a cubic experimental
domain, a subset of experiments in order to esti-
mate with accuracy the model coefficients with a
minimum number of experiments. A 23-run ma-
trix, including four replicates at the center of the
experimental domain, was found to be the best
compromise between the number of trials and
information quality. This approach allowed the
factors to be studied at three levels and a response
surface study to be performed with a minimum
number of experiments. The experiments were
carried out according to the chosen design (Table
7) and the model assumed was found valid and
significant. Only the factor concentration of the
supporting electrolyte (x4) was significant for the
regression model assumed. The response surface
for the supporting electrolyte against the pulse

amplitude, maintaining the other factors to their
optimized values (Fig. 4), shows that only near
the center, that is near the optimized conditions,
the method is robust, thus a precautionary state-
ment should be included in the procedure for this
factor.

3.2.2. Selecti6ity
Due to the shift of the reduction potential, of

kynurenic, nicotinic and picolinic acids, toward
more negative values (about −840 mV), selectiv-
ity against these potentially interfering metabo-
lites was assessed.

3.2.3. Linearity, range and limits
Applying the optimized conditions, the calibra-

tion curve gave a straight line in a 25-level con-
centration range from 8.52×10−8 to 1.34×10−5

M with a correlation coefficient R2 of 0.9995 and
an RCV

2 [22] of 0.9993. The calibration curve
equation was y=0.039 (nA×107 M)x−0.052
(nA).

The RSD of the regression line, sd, was calcu-
lated [23]. The slope of the regression line and sd
were the basic parameters to calculate the LOD
and LOQ. In particular the LOD, equal to 3 sd
slope−1, was found to be 2.9×10−8 M and was
validated by means independent measurements
carried out with QUIN at a concentration level
near LOD. The LOQ, defined as 10 sd slope−1,
was found to be 9.7×10−8 M, that is near the
experimental LOQ (8.52×10−8 M), correspond-
ing to the lowest concentration level of the cali-
bration curve.

3.2.4. Accuracy
Since QUIN is an endogenous metabolite, its

quantitation in biological fluids and tissues re-
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Table 7
D-optimal design matrix and the responses obtained

Response (nA)x4x2Experiment no.a x3x1

−1 −13 −1 146−1
−1 1458 1 −1 −1

−1 −115 −1 1 165
−1 149−1121 1

−1 1729 −1 −1 1
−1 15622 1 −1 1

1 −11 −1 1 153
−1 1 150−113 −1
−1 114 1 −1 130

1471−1118 −1
−1 15 1 1 139

1 110 −1 −1 144
13911−111 1

1 16 −1 1451
1 123 1 1 141

00 174012 1
0 18720 0 1 0

1670104 0
0 −117 0 0 161
0 019 0 0 168

00 176016 0
0 02 0 0 167

1590007 0

a Randomized order.

quired the standard additions method. Accuracy
was evaluated by means of the standard additions
method (three additions) and measured by the
bias (that is the difference of the mean value from
the true or accepted reference value) [24] at three
levels: 8.52×10−8, 5.78×10−7 and 1.14×10−6

M; the bias was found to be 3.71, 3.45 and 5.75%,
respectively.

3.2.5. Precision
The precision, as a measure of repeatability,

was evaluated at the three different concentration
levels above using five replicates. The RSD was
3.47, 4.58 and 5.01%, respectively.

Since it is not always relevant or practical to
measure reproducibility, the intermediate preci-
sion study was performed [15,24].

The factors considered were analyst, equipment
and time; the considered response was the deter-
mined QUIN concentration obtained using the
standard additions method. A liner model (y=
b0+b1x1+b2x2+b3x3) was assumed and a 23 full

factorial design was employed to estimate the
model coefficients. Each experiment was repeated
three times in order to evaluate the experimental
variance and the analyses were carried out with
QUIN concentration in the cell of 2.63×10−7 M.
The regression model was found to be valid but
not significant, thus indicating that no factor con-
sidered influenced the response (RSD=7.1%, n=
24).

3.3. Analysis in plasma

3.3.1. SPE optimization
The determination of QUIN in plasma by the

developed differential pulse polarographic
method, required an SPE step in order to elimi-
nate the interference compounds and to concen-
trate the analyte.

QUIN is a pyridinedicarboxilic acid and it is
soluble in alkalies and almost insoluble in organic
solvents, thus, anion exchange cartridges were
used for the clean-up procedure and the sample
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was adjusted to pH 9 in order to obtain the
analyte in the anionic form.

An experimental design approach to find the
optimum SPE procedure was employed and the
goal was to select the best retention, wash and
elution solvents and their volumes, in order to
maximize the extraction efficiency using as the
response the current of the polarographic signal.
Each experiment involved conditioning of an ex-
traction cartridge with methanol (5 ml), loading
of the sample (5 ml) followed by water (3 ml) in
order to remove salts and proteins which may be
loosely bound to, or trapped in the interstices of
the packing material. The other factors were
changed according to the established experimental
plan.

In the first phase, the response was modelled
according to a Free-Wilson model for four quali-
tative variables studied at three levels:

y=A0+A1A+A2A+B1B+B2B+C1C+C2C

+D1D+D2D

where A is the retention solvent, B is the first
wash solvent, C is the second wash solvent and D
is the elution solvent.

A screening symmetric matrix (34//9) (Table 8)
which allowed the four factors to be studied at

Table 8
34//9 Screening symmetric matrix for SPE optimization

x3 x4Experiment no.a x2x1

0 005 0
1103 1
22 0 27

0 16 1 2
1 0211

019 2 1
2 1204

21 2 08
2 2 012

a Randomized order.

three different levels with nine experiments, was
used to estimate the model coefficients [25]. Each
level corresponded to a different solvent as re-
ported in Table 9. The nine experiments were
performed using 5 ml pooled plasma and 10 ml
retention solvent (A), 2 ml of the first (B) and the
second (C) wash solvent and 3 ml elution solvent
(D). Each eluate was dried under nitrogen stream
and reconstituted with 10 ml of B-R buffer (pH
1.8) (0.04 M) before the polarograhic analysis.
The responses measured (peak height) were pro-
cessed and from the graphic analysis of effects it
was possible to obtain preliminary results (Fig. 5).
The advantage of this plot is that the numerical
values of the effects are displayed. Since there
were no degrees of freedom, Lenth’s approach
was used to obtain an estimate of the pseudo-SD
(PSD) in order to define the confidence interval
[26]. In particular the effects that exceed the solid
reference line are those significant for the response
together with the effects that exceed the dotted
line [25]. In the right panel are represented the
positive effects, that is the effects relative to those
variables which determine an increase in the re-
sponse, while in the left panel are reported the
negative effects, that is the effects relative to those
variables which determine a decrease in the re-
sponse. This plot showed that 0.01 M sodium
hydroxide (the retention solvent), 0.01 M formic
acid (the second wash solvent) and 0.5 M sodium
citrate (the elution solvent), were inappropriate,
leading to a response lowering, while 0.01 M
hydrochloric acid, 0.01 M monopotassium phos-

Fig. 4. Robustness testing response surface for the supporting
electrolyte concentration against the pulse amplitude, main-
taining the drop size at 65 a.u., the pulse duration at 20 ms
and the scan rate at 1 mV s−1.
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Table 9
Assigned solvents for each factor studied

Level 0Factor Level 2Level 1

HCl Na2HPO4A (retention solvent) (0.01 M) NaOHa

NaHCO3Na2HPO4B (1st wash solvent) (0.01 M) CH3COOH
HCOOH KH2PO4C (2nd wash solvent) (0.01 M) HCl
HCOOHa sodium citrateD (elution solvent) (0.5 M unless otherwise indicated) HCl

a Concentration was 3 M.

phate and 0.5 M hydrochloric acid seemed to be
the best retention second wash and elution sol-
vents, respectively. Moreover the first wash sol-
vent seemed not to be important for the response.

At this point a new experimental design was
performed with reconstituted plasma in order to
study the improvement of the extraction efficiency
with simpler sample handling. On the basis of the
results obtained the following variations were
made: 0.01 M borax was used instead of 0.01 M
sodium hydroxide as the retention solvent and 0.5
M B-R buffer (pH 1.6) was used as the elution
solvent instead of 0.5 M sodium citrate. The latter
choice was due to the fact that acidic solvents
seemed to be the best elution solvents and acidic
B-R buffer was the supporting electrolyte in
which the polarographic analysis was carried out.

The same experimental matrix 34//9 reported in
Table 8 with nine experiments and the same
Free–Wilson model of the first screening phase
were used. The treatment of the measured re-
sponses pointed out, by means of graphic analysis
of effects, that the only significant factor was the

retention solvent, and in particular the best reten-
tion solvent was 0.01 M hydrochloric acid. As
regards the other variables, these seemed not to be
significant for the response. Thus, combining the
information obtained from the first and the sec-
ond design, it was decided to use 0.01 M hy-
drochloric acid as the retention solvent, to use
only one wash with 0.01 M monopotassium phos-
phate and to use B-R buffer as the elution solvent
in order to avoid the time consuming evaporation
process. The choice to use only one wash was due
to the fact that also in the first design, carried out
with real plasma samples, this factor seemed not
to be significant for the response.

In the final step of the SPE clean-up optimiza-
tion, the volume of the retention (A), wash (C)
and elution (D) solvents was optimized. A
quadratic model was postulated and a central
composite design, with three replicates at the cen-
ter of the experimental domain, was employed to
estimate the coefficients. A cubic experimental
domain was explored in order to study the factors
at three levels. The experimental domain of the
factors considered is reported in Table 10 and
reconstituted plasma was used. The analysis of the
results pointed out that the regression model was
valid but not significant. The response surface
obtained, having fixed C at its lower level (2 ml)
(Fig. 6), showed that, as A or D are varied over
the factor space, there was only a relatively small
change in the observed response. This is clearly a
robust zone of the optimized method. Thus 10 ml
was the optimal retention volume chosen in order
to avoid consuming time and money, 2 ml was the
volume for the wash solvent and 4 ml was the
volume of the elution solvent in order to maxi-
mize the extraction efficiency whilst maintaining
robust conditions.

Fig. 5. Graphic analysis of the effects during SPE optimiza-
tion. Right panel, positive effects; left panel, negative effects.
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Table 10
Experimental domain of the factors in SPE step volume optimization

Low level (−1) Central level (0)Factor High level (+1)

15 2010A (retention solvent) (ml)
43C (wash solvent) (ml) 2

3 4 5D (elution solvent) (ml)

Since QUIN is an endogenous metabolite, to
find the yield of the SPE procedure with real
plasma samples is a very difficult task, thus re-
constituted plasma was used and the yield was
about 90%.

3.3.2. Validation
The difficulty in validating a bioanalytical

method for an endogenous metabolite, that is
always present in the matrix at unknown con-
centration, was reported previously [27].

The validation in plasma of the developed dif-
ferential pulse polarographic method was carried
out with plasma solutions after SPE. The analyt-
ical performance parameters evaluated were se-
lectivity, just assessed in the pre-validation step,
linearity and range, accuracy and precision as a
degree of repeatability.

Selectivity against kynurenic, nicotinic and pi-
colinic acids was confirmed in the plasmatic ma-
trix where QUIN showed a reduction peak at
− 735 mV. The effect of the different matrices
from six individuals was evaluated in order to
test the interference of unexpected endogenous
compounds [27,28]. The triptophan metabolites
were added to the plasma solution at a concen-
tration level of 1×10−7 M and no interference
was observed.

To assess the linearity a calibration plot, using
as a blank a plasma solution, was constructed.
The polarogram of plasma solution was sub-
tracted from the others in order to eliminate the
current due to the unknown QUIN concentra-
tion and the linearity was extended, in a 17-level
concentration range, from 8.52×10−8 to 1.34×
10−5 M (Fig. 7). The regression line equation
was y=0.0318 (nA×107 M)x−0.054 (nA) with

a R2 of 0.9991 and a RCV
2 of 0.9986. This confi-

rmed that the unexpected endogenous com-
pounds present in the plasma solution did not
interfere with the polarographic reduction of
QUIN onto the drop mercury electrode. Fur-
thermore, the large dynamic range found al-
lowed the method to be used for quantifying
QUIN in plasma where large variability could
be present.

The accuracy was assessed using as a blank a
plasma solution. The first addition of the stan-
dard solution was considered unknown and de-
termined by means of the standard additions
method. The polarogram of the plasma solution
was subtracted from the others and the peak
height was used to quantify QUIN. Three differ-
ent concentration levels (five replicates) were
tested: 1.0×10−7, 5.5×10−7 and 1.2×10−6

M. The estimated bias was 4.21, 3.28 and 6.35%,
respectively and RSD was 5.47, 4.23 and 4.59%,
respectively.

The results generated by the differential pulse
polarographic method were compared with those
obtained by a GC-MS method. Six replicates of
a pool of five plasma samples from different
individuals were performed and the recovery was
113.5%, the mean concentration found with the
GC-MS method being 1.63×10−7 M and the
mean concentration found with the differential
pulse polarographic method being 1.85×10−7

M .

3.3.3. Plasma le6els
The optimized and validated method was ap-

plied to in plasma QUIN determination and the
concentration determined ranged from 1.39×
10−7 to 9.38×10−7 M.
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Fig. 6. Response surface for the volume SPE optimization. The retention solvent (A) is plotted against the elution solvent (D),
maintaining the wash solvent at the lower level (2 ml).

3.4. Urine analysis

The optimized method was also found to be
suitable for QUIN in urine determination al-
though the method was not validated in this

biological matrix. The clean-up SPE procedure
showed to be optimal also for the urine matrix
and QUIN concentration in the analyzed urine
samples ranged from 1.5×10−5 to 8.3×10−5

M, in accordance with the data previously re-
ported [5].

4. Conclusions

This paper has shown that a procedure for
QUIN determination by differential pulse polar-
ographic reduction can be successfully optimized
and validated by means of experimental design
tools. However, the methodology can be useful
in most other fields of analytical chemistry. In
particular practical guidelines to optimize the
SPE step are given and the simple approach re-
ported shows that the use of experimental design
is advantageous also in sample preparation. In
addition, the developed method is easy and fast
and can be considered a useful alternative to
other methods already established.

Fig. 7. Differential pulse polarograms of quinolinic acid ob-
tained (after plasma solution polarogram subtraction) for suc-
cessive additions of the working solution (5.68×10−5 M): the
first two additions of 15, the third of 50, the fourth of 100 and
the successive additions of 250 ml.
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